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LETTER FROM THE CHAIR AND VICE CHAIR

Letter from the Chair
and Vice Chair

Americans have not yet grappled with just how profoundly the artificial
intelligence (Al) revolution will impact our economy, national security,
and welfare. Much remains to be learned about the power and limits
of Al technologies. Nevertheless, big decisions need to be made now
to accelerate Al innovation to benefit the United States and to defend
against the malign uses of Al.

When considering these decisions, our leaders confront the classic dilemma of statecraft
identified by Henry Kissinger: “When your scope for action is greatest, the knowledge on
which you can base this action is always at a minimum. When your knowledge is greatest,
the scope for action has often disappeared.” The scope for action remains, but America’s
room for maneuver is shrinking.

As a bipartisan commission of 15 technologists, national security professionals, business
executives, and academic leaders, the National Security Commission on Artificial
Intelligence (NSCAI) is delivering an uncomfortable message: America is not prepared to
defend or compete in the Al era. This is the tough reality we must face. And it is this reality
that demands comprehensive, whole-of-nation action. Our final report presents a strategy
to defend against Al threats, responsibly employ Al for national security, and win the
broader technology competition for the sake of our prosperity, security, and welfare. The
U.S. government cannot do this alone. It needs committed partners in industry, academia,
and civil society. And America needs to enlist its oldest allies and new partners to build a
safer and freer world for the Al era.

Al is an inspiring technology. It will be the most powerful tool in generations for benefiting
humanity. Scientists have already made astonishing progress in fields ranging from
biology and medicine to astrophysics by leveraging Al. These advances are not science
fair experiments; they are improving life and unlocking mysteries of the natural world. They
are the kind of discoveries for which the label “game changing” is not a cliché.

Al systems will also be used in the pursuit of power. We fear Al tools will be weapons of
first resort in future conflicts. Al will not stay in the domain of superpowers or the realm of
science fiction. Al is dual-use, often open-source, and diffusing rapidly. State adversaries
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are already using Al-enabled disinformation attacks to sow division in democracies and jar
our sense of reality. States, criminals, and terrorists will conduct Al-powered cyber attacks
and pair Al software with commercially available drones to create “smart weapons.” It
is no secret that America’s military rivals are integrating Al concepts and platforms to
challenge the United States’ decades-long technology advantage. We will not be able to
defend against Al-enabled threats without ubiquitous Al capabilities and new warfighting
paradigms. We want the men and women in national security departments and agencies
to have access to the best technology in the world to defend themselves and us, and to
protect our interests and those of our allies and partners.

Despite exciting experimentation and a few small Al programs, the U.S. government is a
long way from being “Al-ready.” The Commission’s business leaders are most frustrated by
slow government progress because they know it’'s possible for large institutions to adopt
Al. Al integration is hard in any sector—and the national security arena poses some unique
challenges. Nevertheless, committed leaders can drive change. We need those leaders
in the Pentagon and across the Federal Government to build the technical infrastructure
and connect ideas and experimentation to new concepts and operations. By 2025, the
Department of Defense and the Intelligence Community must be Al-ready.

We should embrace the Al competition. Competition already infuses the quests for data,
computing power, and the holy grail: the rare talent to make Al breakthroughs. The fact
that Al courses through so many adjacent technologies and is leveraged across so many
fields explains its power and leads inexorably to another critical point: Al is part of a
broader global technology competition. Competition will speed up innovation. We should
race together with partners when Al competition is directed at the moonshots that benefit
humanity like discovering vaccines. But we must win the Al competition that is intensifying
strategic competition with China. China’s plans, resources, and progress should concern
all Americans. It is an Al peer in many areas and an Al leader in some applications. We
take seriously China’s ambition to surpass the United States as the world’s Al leader within
a decade.

The Al competition is also a values competition. China’s domestic use of Al is a chilling
precedent for anyone around the world who cherishes individual liberty. Its employment
of Al as a tool of repression and surveillance—at home and, increasingly, abroad—is
a powerful counterpoint to how we believe Al should be used. The Al future can be
democratic, but we have learned enough about the power of technology to strengthen
authoritarianism abroad and fuel extremism at home to know that we must not take for
granted that future technology trends will reinforce rather than erode democracy. We must
work with fellow democracies and the private sector to build privacy-protecting standards
into Al technologies and advance democratic norms to guide Al uses so that democracies
can responsibly use Al tools for national security purposes.
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We would like to emphasize a few areas where action is necessary
because the stakes of the competition are so high:

Leadership.

Ultimately, we have a duty to convince the leaders in the U.S. Government to make the
hard decision and the down payment to win the Al era. In America, the buck stops with
the President, and Al strategy starts in the White House. We built a National Security
Council to confront the challenges of the post-World War Il era. Now we need to create
a Technology Competitiveness Council to build a strategy that accounts for the complex
security, economic, and scientific challenges of Al and its associated technologies. That
leadership imperative extends into all critical national security departments and agencies.

Talent.

The human talent deficit is the government’s most conspicuous Al deficit and the single
greatest inhibitor to buying, building, and fielding Al-enabled technologies for national
security purposes. This is not a time to add a few new positions in national security
departments and agencies for Silicon Valley technologists and call it a day. We need to
build entirely new talent pipelines from scratch. We should establish a new Digital Service
Academy and civilian National Reserve to grow tech talent with the same seriousness of
purpose that we grow military officers. The digital age demands a digital corps. Just as
important, the United States needs to win the international talent competition by improving
both STEM education and our system for admitting and retaining highly skilled immigrants.

Hardware.

Microelectronics power all Al, and the United States no longer manufactures the world’s
most sophisticated chips. We do not want to overstate the precariousness of our position,
but given that the vast majority of cutting-edge chips are produced at a single plant
separated by just 110 miles of water from our principal strategic competitor, we must
reevaluate the meaning of supply chain resilience and security. A recent chip shortage for
auto manufacturing cost an American car company an estimated $2.5 billion. A strategic
blockage would cost far more and put our security at risk. The federal investment and
incentives needed to revitalize domestic microchip fabrication—perhaps $35 billion—
should be an easy decision when the alternative is relying on another country to produce
the engines that power the machines that will shape the future.
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Innovation Investment.

We worry that only a few big companies and powerful states will have the resources
to make the biggest Al breakthroughs. Despite the diffusion of open-source tools, the
needs for computing power and troves of data to improve algorithms are soaring at the
cutting edge of innovation. The federal government must partner with U.S. companies to
preserve American leadership and to support development of diverse Al applications that
advance the national interest in the broadest sense. If anything, this report underplays the
investments America will need to make. The $40 billion we recommend to expand and
democratize federal Al research and development (R&D) is a modest down payment on
future breakthroughs. We will also need to build secure digital infrastructure across the
nation, shared cloud computing access, and smart cities to truly leverage Al for the benefit
of all Americans. We envision hundreds of billions in federal spending in the coming years.

This is not a time for abstract criticism of industrial policy or fears of deficit spending to
stand in the way of progress. In 1956, President Dwight Eisenhower, a fiscally conservative
Republican, worked with a Democratic Congress to commit $10 billion to build the
Interstate Highway System. That is $96 billion in today’s world. Surely we can make a
similar investment in the nation’s future.

We are proud of the NSCAI’s bipartisan work. We have debated together, learned together,
and achieved consensus on critical points. It is our privilege to submit our recommendations
to Congress and the President. To paraphrase Winston Churchill, we are at the beginning
of the beginning of the competition that will shape our prosperity, national security, and the
well-being of our citizens. Our report presents the first steps the United States should take
to defend, compete, and win in the Al era.

o {7 iodp-

Eric Schmidt, Bob Work,
Chair Vice Chair
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LETTER FROM THE EXECUTIVE DIRECTOR:

The Beginning
of the Beginning

When we started our journey two years ago, little did we know what
was in front of us. What we encountered was willingness and hope
among many friends and allies to get our mission from Congress right
to maintain the United States’ advantage in artificial intelligence (Al).

We enjoyed support from U.S. Departments and Agencies. Many of them loaned us
resources, including detailing both civilian and military personnel, and dedicated countless
hours to help us understand their missions and priorities. Members of Congress and
congressional staff worked closely with us to accelerate our government’s adoption of Al
for national security purposes.

Over the course of the Commission’s work, we engaged with hundreds of representatives
from the private sector, academia, civil society, and across the government. We received
countless briefings—classified and unclassified. We met with anyone who thinks about Al,
works with Al, and develops Al who was willing to make time for us.

We found consensus among nearly all of our partners on three points: the conviction that
Al is an enormously powerful technology, acknowledgement of the urgency to invest more
in Al innovation, and responsibility to develop and use Al guided by democratic principles.
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We also talked to our allies—old and new. From New Delhi to Tel Aviv to London, there
was a willingness and desire to work with the United States to deepen cooperation on Al.

| am indebted to the many individuals who volunteered with us, interned with us, provided
expertise, and were friends of the Commission. | am particularly grateful to the dedicated
full-time staff of the Commission, who in many cases stepped away from important jobs to
join this essential mission.

In the last two years, we encountered widespread hope that Al could generate incredible
benefits for our nation’'s economy, welfare, and security. We also heard concern that Al—
like any technology—could create new challenges and exacerbate existing problems. We
listened and took those concerns seriously.

We ultimately came away with a recognition that if America embraces and invests in Al
based on our values, it will transform our country and ensure that the United States and its
allies continue to shape the world for the good of all humankind.

Thank you!
Yl Bajraktari
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Executive Summary

No comfortable historical reference captures the impact of artificial
intelligence (Al) on national security. Al is not a single technology
breakthrough, like a bat-wing stealth bomber. The race for Al
supremacy is not like the space race to the moon. Al is not even
comparable to a general-purpose technology like electricity. However,
what Thomas Edison said of electricity encapsulates the Al future: “It
is a field of fields ... it holds the secrets which will reorganize the life of
the world.” Edison’s astounding assessment came from humility. All
that he discovered was “very little in comparison with the possibilities
that appear.”

The National Security Commission on Artificial Intelligence (NSCAI) humbly acknowledges
how much remains to be discovered about Al and its future applications. Nevertheless, we
know enough about Al today to begin with two convictions.

First, the rapidly improving ability of computer systems to solve problems and to perform
tasks that would otherwise require human intelligence—and in some instances exceed
human performance—is world altering. Al technologies are the most powerful tools in
generations for expanding knowledge, increasing prosperity, and enriching the human
experience. Al is also the quintessential “dual-use” technology. The ability of a machine
to perceive, evaluate, and act more quickly and accurately than a human represents a
competitive advantage in any field—civilian or military. Al technologies will be a source of
enormous power for the companies and countries that harness them.

Second, Al is expanding the window of vulnerability the United States has already entered.
For the first time since World War I, America’s technological predominance—the backbone
of its economic and military power—is under threat. China possesses the might, talent,
and ambition to surpass the United States as the world’s leader in Al in the next decade if
current trends do not change. Simultaneously, Al is deepening the threat posed by cyber
attacks and disinformation campaigns that Russia, China, and others are using to infiltrate
our society, steal our data, and interfere in our democracy. The limited uses of Al-enabled
attacks to date represent the tip of the iceberg. Meanwhile, global crises exemplified by
the COVID-19 pandemic and climate change highlight the need to expand our conception
of national security and find innovative Al-enabled solutions.
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“The NSCAI Final Report
presents an integrated national
strategy to reorganize the
government, reorient the nation,
and rally our closest allies and
partners to defend and compete
in the coming era of
Al-accelerated competition

and conflict.”

Given these convictions, the Commission concludes that the United States must act now
to field Al systems and invest substantially more resources in Al innovation to protect
its security, promote its prosperity, and safeguard the future of democracy. Today, the
government is not organizing or investing to win the technology competition against a
committed competitor, nor is it prepared to defend against Al-enabled threats and rapidly
adopt Al applications for national security purposes. This is not a time for incremental
toggles to federal research budgets or adding a few new positions in the Pentagon for
Silicon Valley technologists. This will be expensive and require a significant change in
mindset. America needs White House leadership, Cabinet-member action, and bipartisan
Congressional support to win the Al era.

The NSCAI Final Report presents an integrated national strategy to reorganize the
government, reorient the nation, and rally our closest allies and partners to defend and
compete in the coming era of Al-accelerated competition and conflict. It is a two-pronged
approach. Part |, “Defending America in the Al Era,” outlines the stakes, explains what
the United States must do to defend against the spectrum of Al-related threats, and
recommends how the U.S. government can responsibly use Al technologies to protect
the American people and our interests. Part I, “Winning the Technology Competition,”
addresses the critical elements of the Al competition and recommends actions the
government must take to promote Al innovation to improve national competitiveness and
protect critical U.S. advantages. The recommendations are designed as interlocking and
mutually reinforcing actions that must be taken together.
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Part I: Defending America in the Al Era.

Al-enhanced capabilities will be the tools of first resort in a new era of conflict as strategic
competitors develop Al concepts and technologies for military and other malign uses
and cheap and commercially available Al applications ranging from “deepfakes” to lethal
drones become available to rogue states, terrorists, and criminals. The United States must
prepare to defend against these threats by quickly and responsibly adopting Al for national
security and defense purposes. Defending against Al-capable adversaries operating
at machine speeds without employing Al is an invitation to disaster. Human operators
will not be able to keep up with or defend against Al-enabled cyber or disinformation
attacks, drone swarms, or missile attacks without the assistance of Al-enabled machines.
National security professionals must have access to the world’s best technology to protect
themselves, perform their missions, and defend us. The Commission recommends that the
government take the following actions:

Defend against emerging Al-enabled threats to America’s free and open society. Digital
dependence in all walks of life is transforming personal and commercial vulnerabilities
into potential national security weaknesses. Adversaries are using Al systems to enhance
disinformation campaigns and cyber attacks. They are harvesting data on Americans
to build profiles of their beliefs, behavior, and biological makeup for tailored attempts to
manipulate or coerce individuals. This gathering storm of foreign influence and interference
requires organizational and policy reforms to bolster our resilience. The government needs
to stand up a task force and 24/7 operations center to confront digital disinformation. It
needs to better secure its own databases and prioritize data security in foreign investment
screening, supply chain risk management, and national data protection legislation. The
government should leverage Al-enabled cyber defenses to protect against Al-enabled
cyber attacks. And biosecurity must become a top-tier priority in national security policy.

Prepare for future warfare. Our armed forces’ competitive military-technical advantage
could be lost within the next decade if they do not accelerate the adoption of Al across
their missions. This will require marrying top-down leadership with bottom-up innovation
to put operationally relevant Al applications into place. The Department of Defense (DoD)
should:

First, establish the foundations for widespread integration of Al by 2025. This includes
building a common digital infrastructure, developing a digitally-literate workforce, and
instituting more agile acquisition, budget, and oversight processes. It also requires
strategically divesting from military systems that are ill-equipped for Al-enabled warfare
and instead investing in next-generation capabilities.

Second, achieve a state of military Al readiness by 2025. Pentagon leadership must act
now to drive organizational reforms, design innovative warfighting concepts, establish
Al and digital readiness performance goals, and define a joint warfighting network
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architecture. DoD must also augment and focus its Al R&D portfolio. Readiness will also
require promoting Al interoperability with allies and partners.

Manage risks associated with Al-enabled and autonomous weapons. Al will enable new
levels of performance and autonomy for weapon systems. But it also raises important
legal, ethical, and strategic questions surrounding the use of lethal force. Provided their
use is authorized by a human commander or operator, properly designed and tested Al-
enabled and autonomous weapon systems can be used in ways that are consistent with
international humanitarian law. DoD’s rigorous, existing weapons review and targeting
procedures, including its dedicated protocols for autonomous weapon systems and
commitment to strong Al ethical principles, are capable of ensuring that the United States
will field safe and reliable Al-enabled and autonomous weapon systems and use themin a
lawful manner. While it is neither feasible nor currently in the interests of the United States
to pursue a global prohibition of Al-enabled and autonomous weapon systems, the global,
unchecked use of such systems could increase risks of unintended conflict escalation and
crisis instability. To reduce the risks, the United States should (1) clearly and publicly affirm
existing U.S. policy that only human beings can authorize employment of nuclear weapons
and seek similar commitments from Russia and China; (2) establish venues to discuss
Al's impact on crisis stability with competitors; and (3) develop international standards of
practice for the development, testing, and use of Al-enabled and autonomous weapon
systems.

Transform national intelligence. The Intelligence Community (IC) should adopt and
integrate Al-enabled capabilities across all aspects of its work, from collection to analysis.
Intelligence will benefit from Al more than any other national security mission. To capitalize
on Al, the Office of the Director of National Intelligence needs to empower and resource its
science and technology leaders. The entire IC should leverage open-source and publicly
available information in its analysis and prioritize collection of scientific and technical
intelligence. For better insights, intelligence agencies will need to develop innovative
approaches to human-machine teaming that use Al to augment human judgment.

Scale up digital talent in government. National security agencies need more digital experts
now or they will remain unprepared to buy, build, and use Al and associated technologies.
The talent deficit in DoD and the IC represents the greatest impediment to being Al-ready
by 2025. The government needs new talent pipelines, including a U.S. Digital Service
Academy to train current and future employees. It needs a civilian National Digital Reserve
Corps to recruit people with the right skills—including industry experts, academics, and
recent college graduates. And it needs a Digital Corps, modeled on the Army Medical
Corps, to organize technologists already serving in government.

Establish justified confidence in Al systems. If Al systems routinely do not work as designed
or are unpredictable in ways that can have significant negative consequences, then leaders
will not adopt them, operators will not use them, Congress will not fund them, and the
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American people will not support them. To establish justified confidence, the government
should focus on ensuring that its Al systems are robust and reliable, including through
research and development (R&D) investments in Al security and advancing human-Al
teaming through a sustained initiative led by the national research labs. It should also
enhance DoD'’s testing and evaluation capabilities as Al-enabled systems grow in number,
scope, and complexity. Senior-level responsible Al leads should be appointed across the
government to improve executive leadership and policy oversight.

Present a democratic model of Al use for national security. Al tools are critical for U.S.
intelligence, homeland security, and law enforcement agencies. Public trust will hinge on
justified assurance that government use of Al will respect privacy, civil liberties, and civil
rights. The government must earn that trust and ensure that its use of Al tools is effective,
legitimate, and lawful. This imperative calls for developing Al tools to enhance oversight
and auditing, increasing public transparency about Al use, and building Al systems that
advance the goals of privacy preservation and fairness. It also requires ensuring that those
impacted by government actions involving Al can seek redress and have due process.
The government should strengthen oversight and governance mechanisms and establish
a task force to assess evolving concerns about Al and privacy, civil liberties, and civil
rights.

Part Il: Winning the Technology Competition.

Theracetoresearch, develop, and deploy Al and associated technologies is intensifying the
technology competition that underpins a wider strategic competition. China is organized,
resourced, and determined to win this contest. The United States retains advantages
in critical areas, but current trends are concerning. While a competitive response is
complicated by deep academic and commercial interconnections, the United States must
do what it takes to retain its innovation leadership and position in the world. The U.S.
government must embrace the Al competition and organize to win it by orchestrating and
aligning U.S. strengths.

Organize with a White House—led strategy for technology competition. The United
States must elevate Al considerations from the technical to the strategic level. Emerging
technologies led by Al now underpin our economic prosperity, security, and welfare. The
White House should establish a new Technology Competitiveness Council led by the
Vice President to integrate security, economic, and scientific considerations; develop a
comprehensive technology strategy; and oversee its implementation.

Win the global talent competition. The United States risks losing the global competition for
scarce Al expertise if it does not cultivate more potential talent at home and recruit and
retain more existing talent from abroad. The United States must move aggressively on both
fronts. Congress should pass a National Defense Education Act Il to address deficiencies
across the American educational system—from K-12 and job reskilling to investing in
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thousands of undergraduate- and graduate-level fellowships in fields critical to the Al
future. At the same time, Congress should pursue a comprehensive immigration strategy
for highly skilled immigrants to encourage more Al talent to study, work, and remain in the
United States through new incentives and visa, green card, and job-portability reforms.

Accelerate Al innovation at home. The government must make major new investments
in Al R&D and establish a national Al research infrastructure that democratizes access
to the resources that fuel Al development across the nation. The government should: (1)
double non-defense funding for Al R&D annually to reach $32 billion per year by 2026,
establish a National Technology Foundation, and triple the number of National Al Research
Institutes; (2) establish a National Al Research Infrastructure composed of cloud computing
resources, test beds, large-scale open training data, and an open knowledge network
that will broaden access to Al and support experimentation in new fields of science and
engineering; and (3) strengthen commercial competitiveness by creating markets for Al
and by forming a network of regional innovation clusters.

Implement comprehensive intellectual property (IP) policies and regimes. The United States
must recognize IP policy as a national security priority critical for preserving America’s
leadership in Al and emerging technologies. This is especially important in light of China’s
efforts to leverage and exploit IP policies. The United States lacks the comprehensive
IP policies it needs for the Al era and is hindered by legal uncertainties in current U.S.
patent eligibility and patentability doctrine. The U.S. government needs a plan to reform IP
policies and regimes in ways that are designed to further national security priorities.

Build a resilient domestic base for designing and fabricating microelectronics. After
decades leading the microelectronics industry, the United States is now almost entirely
reliant on foreign sources for production of the cutting-edge semiconductors that power
all the Al algorithms critical for defense systems and everything else. Put simply: the
U.S. supply chain for advanced chips is at risk without concerted government action.
Rebuilding domestic chip manufacturing will be expensive, but the time to act is now. The
United States should commit to a strategy to stay at least two generations ahead of China
in state-of-the-art microelectronics and commit the funding and incentives to maintain
multiple sources of cutting-edge microelectronics fabrication in the United States.

Protect America’s technology advantages. As the margin of U.S. technological advantage
narrows and foreign efforts to acquire American know-how and dual-use technologies
increase, the United States must reexamine how to best protect ideas, technology, and
companies without unduly hindering innovation. The United States must:

First, modernize export controls and foreign investment screening to better protect
critical dual-use technologies—including by building regulatory capacity and fully
implementing recent legislative reforms, implementing coordinated export controls on
advanced semiconductor manufacturing equipment with allies, and expanding disclosure
requirements for investors from competitor nations.
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Second, protect the U.S. research enterprise as a national asset—by providing government
agencies, law enforcement, and research institutions with tools and resources to conduct
nuanced risk assessments and share information on specific threats and tactics,
coordinating research protection efforts with allies and partners, bolstering cybersecurity
support for research institutions, and strengthening visa vetting to limit problematic
research collaborations.

Build a favorable international technology order. The United States must work hand-in-
hand with allies and partners to promote the use of emerging technologies to strengthen
democratic norms and values, coordinate policies and investments to advance global
adoption of digital infrastructure and technologies, defend the integrity of international
technical standards, cooperate to advance Al innovation, and share practices andresources
to defend against malign uses of technology and the influence of authoritarian states in
democratic societies. The United States should lead an Emerging Technology Coalition
to achieve these goals and establish a Multilateral Al Research Institute to enhance the
United States’ position as a global research hub for emerging technology. The Department
of State should be reoriented, reorganized, and resourced to lead diplomacy in emerging
technologies.

Win the associated technologies competitions. Leadership in Al is necessary but not
sufficient for overall U.S. technological leadership. Al sits at the center of the constellation
of emerging technologies, enabling some and enabled by others. The United States must
therefore develop a single, authoritative list of the technologies that will underpin national
competitiveness in the 21st century and take bold action to catalyze U.S. leadership in
Al, microelectronics, biotechnology, quantum computing, 5G, robotics and autonomous
systems, additive manufacturing, and energy storage technology. U.S. leadership across
these technologies requires investing in specific platforms that will enable transformational
breakthroughs and building vibrant domestic manufacturing ecosystems in each. At the
same time, the government will need to continuously identify and prioritize emerging
technologies farther over the horizon.
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Conclusion

This new era of competition promises to change the world we live in
and how we live within it. We can either shape the change to come or
be swept along by it. We now know that the uses of Al in all aspects
of life will grow and the pace of innovation will continue to accelerate.
We know adversaries are determined to turn Al capabilities against
us. We know China is determined to surpass us in Al leadership. We
know advances in Al build on themselves and confer significant first-
mover advantages. Now we must act. The principles we establish,
the federal investments we make, the national security applications
we field, the organizations we redesign, the partnerships we forge,
the coalitions we build, and the talent we cultivate will set America’'s
strategic course. The United States should invest what it takes to
maintain its innovation leadership, to responsibly use Al to defend
free people and free societies, and to advance the frontiers of science
for the benefit of all humanity. Al is going to reorganize the world.
America must lead the charge.



PREFACE

Preface

The National Security Commission on Artificial Intelligence’s (NSCAI)
task is to make recommendations to the President and Congress
to “advance the development of artificial intelligence [Al], machine
learning, and associated technologies to comprehensively address
the national security and defense needs of the United States.” In
establishing the Commission, Section 1051 of the John S. McCain
National Defense Authorization Act for Fiscal Year 2019 instructs
NSCAI to examine Al through the lenses of national competitiveness,
the means to sustain technological advantage, trends in international
cooperation and competitiveness, ways to foster investment in basic
and advanced research, workforce and training, potential risks of
military use, ethical concerns, establishment of data standards and
incentivization of data sharing, and the future evolution of Al

The 15 commissioners were nominated by Congress and the Executive Branch. They
represent a diverse group of technologists, business executives, academic leaders, and
national security professionals. They have approached all inquiries in bipartisan fashion
and reached consensus on the Final Report. The Commission’s operations have been
guided by two principles: the need for action and the importance of transparency.

Action.

The Commission’s work includes an initial report in July 2019, interim reports in November
2019 and October 2020, two additional quarterly memorandums, a series of special
papers in response to the COVID-19 pandemic, and now a final report. Waiting to deliver
recommendations in a final report was not an option when we began our work in the spring
of 2019. Assessing the broad national security implications of a dynamic technology like
Al at a single point in time is like trying to catch lightning in a bottle. Scientists continue
to deliver Al breakthroughs and the commercial sector is finding new ways to apply Al
at an accelerating pace. Competitors around the world are developing Al strategies and
investing resources. The Commission delivered recommendations on a continuous basis,
aiming to match the speed of Al developments and the desires from the Executive Branch
and Congress for help in deciding what to do. Congress has already adopted a number of
our recommendations in the William M. (Mac) Thornberry National Defense Authorization
Act for Fiscal Year 2021,? and the Executive Branch has incorporated recommendations
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as well. And we have continuously sought to learn from and educate a wide range of
stakeholders to build a shared understanding about how Al will impact national security.

Transparency.

The NSCAI has been committed to transparency. As a Federal Advisory Committee, it has
held five public plenary sessions totaling approximately 15 hours of deliberations, streamed
live online, and archived meeting recordings on the NSCAI website. It has responded to
more than two dozen Freedom of Information Act requests and released more than 2,500
pages of material. NSCAI has posted more than 700 pages of draft materials for public
review and comment. With the exception of materials and issues classified for national
security reasons, the Commission has endeavored to offer full transparency. We have
proactively engaged with the media after every plenary session, quarterly report, and
submission to Congress. In dozens of separate engagements, we have partnered with
non-governmental organizations, federal government organizations, and international
organizations to communicate our recommendations to the media and the public.

Most important, we have taken on the hardest issues with Al in public settings and made
recommendations only after consulting with a wide range of civil society, private sector,
and government groups. We have tried to listen and understand views across the spectrum
on deeply complicated aspects of Al. We have engaged ethicists, technologists, and
national security strategists. We have spoken with warriors and diplomats. We have talked
to academics and entrepreneurs. All told, commissioners and staff have participated in
hundreds of discussions. As the commissioners built consensus on recommendations, we
approached issues with care and humility.

The Final Report.

The Final Report presents the NSCAI's recommendations as a strategy for winning
the Al era. The 16 chapters in the Main Report provide topline recommendations. The
accompanying Blueprints for Action outline concrete steps that departments and agencies
can take to implement NSCAI recommendations. The Commission has provided as much
specificity as possible—including by providing draft legislative text and executive orders—
to help the President and Congress move rapidly from understanding Al to acting for the
benefit of the American people.

The Final Report represents an important step, but it is not the NSCAI's final act. For
the remaining life of the Commission, our work will focus on implementation to help the
President and Congress make the investments and take the actions recommended to win
the Al era.

" For full text, see Pub. L. 115-232, 132 Stat. 1636 (2018), https://www.congress.gov/115/bills/hr5515/
BILLS-115hr5515enr.pdf.

2For full text, see Pub. L. 116-283, 134 Stat. 3388 (2021), https://www.congress.gov/bill/116th-congress/
house-bill/6395/text.
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INTRODUCTION

Introduction

Artificial Intelligence (Al) technologies promise to be the most powerful
tools in generations for expanding knowledge, increasing prosperity,
and enriching the human experience. The technologies will be the
foundation of the innovation economy and a source of enormous
power for countries that harness them. Al will fuel competition
between governments and companies racing to field it. And it will be
employed by nation-states to pursue their strategic ambitions.

Americans have not yet seriously grappled with how profoundly the Al revolution will
impact society, the economy, and national security. Recent Al breakthroughs, such as a
computer defeating a human in the popular strategy game of Go', shocked other nations
into action, but it did not inspire the same response in the United States. Despite our
private-sector and university leadership in Al, the United States remains unprepared for
the coming era. Americans must recognize the assertive role that the government will have
to play in ensuring the United States wins this innovation competition. Congress and the
President will have to support the scale of public resources required to achieve it.

The magnitude of the technological opportunity coincides with a moment of strategic
vulnerability. China is a competitor possessing the might, talent, and ambition to challenge
America’s technological leadership, military superiority, and its broader position in the
world. Al is deepening the threat posed by cyber attacks and disinformation campaigns
that Russia, China, and other state and non-state actors are using to infiltrate our society,
steal our data, and interfere in our democracy. The limited uses of Al-enabled attacks to
date are the tip of the iceberg. Meanwhile, global crises exemplified in the global pandemic
and climate change are expanding the definition of national security and crying out for
innovative technological solutions. Al can help us navigate many of these new challenges.

We are fortunate. The Al revolution is not a strategic surprise. We are experiencing its
impact in our daily lives and can anticipate how research progress will translate into real-
world applications before we have to confront the full national security ramifications. This
commission can warn of national security challenges and articulate the benefits, rather
than explain why previous warnings were ignored and opportunities were missed. We
still have a window to make the changes to build a safer and better future. The pace of Al
innovation is not flat; it is accelerating. If the United States does not act, it will likely lose
its leadership position in Al to China in the next decade and become more vulnerable to a
spectrum of Al-enabled threats from a host of state and non-state actors.
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The Commission concludes that the United States needs to implement a strategy to
defend and compete in the Al era. The White House must lead the effort to reorganize the
government and reorient the nation. This report presents the core elements of the strategy.

 Part |, “Defending America in the Al Era” (Chapters 1-8), outlines what the United States
must do to defend against the spectrum of Al-related threats from state and non-state
actors and recommends how the U.S. government can responsibly use Al technologies
to protect the American people and our interests.

« Partll, “Winning the Technology Competition” (Chapters 9-16), outlines Al's role
in a broader technology competition. Each chapter addresses a critical element of
the competition and recommends actions the government must take to promote Al
innovation to improve national competitiveness and protect critical U.S. advantages.

Why Does Al Matter?

In 1901, Thomas Edison was asked to predict electricity’s impact on humanity. Two
decades after the development of the light bulb, he foresaw a general-purpose technology
of unlimited possibilities. “[Electricity] is the field of fields,” he said. “It holds the secrets
which will reorganize the life of the world.”? Al is a very different kind of general-purpose
technology, but we are standing at a similar juncture and see a similarly wide-ranging
impact.® The rapidly improving ability of computer systems to solve problems and to
perform tasks that would otherwise require human intelligence is transforming many
aspects of human life and every field of science. It will be incorporated into virtually all
future technology. The entire innovation base supporting our economy and security will
leverage Al. How this “field of fields” is used—for good and for ill—will reorganize the
world.

The Commission’s assessment is rooted in a realistic understanding of Al's current state of
development and a projection of how the technology will evolve.

Al is already ubiquitous in everyday life and the pace of innovation is accelerating. \We take
for granted that Al already shapes our lives in ways small and big. A “smartphone” has multiple
Al-enabled features including voice assistants, photo tagging, facial recognition security,
search apps, recommendation and advertising engines, and less obvious Al enhancements
in its operating system. Al is helping predict the spread and escalation of a pandemic
outbreak, planning and optimizing the distribution of goods and services, monitoring traffic
flow and safety, speeding up drug and therapeutic discovery, and automating routine office
functions. Recognizing the pace of change is critical to understanding the power of Al. The
application of Al techniques to solve problems is compressing innovation timescales and
turning once-fantastical ideas into realities across a range of disciplines.

20



INTRODUCTION

Deploying and adopting Al remains a hard problem. Al cannot magically solve problems. As
Al moves from an elite niche science to a mainstream tool, engineering will be as important
as scientific breakthroughs. Early adopters across sectors have learned similar lessons:
Trying to employ Al is a slog even after the science is settled. Many of the most important
real-world impacts will come from figuring out how to employ existing Al algorithms and
systems, some more than a decade old. The integration challenge is immense. Harnessing
data, hardening and packaging laboratory algorithms so they are ready for use in the field,
and adapting Al software to legacy equipment and rigid organizations all require time, effort,
and patience. Integrating Al often necessitates overcoming substantial organizational and
cultural barriers, and it demands top-down leadership.

Al tools are diffusing broadly and rapidly. Cutting-edge deep learning techniques are often
prohibitively expensive, requiring vast amounts of data, computing power, and specialized
knowledge. However, Al will not be the provenance of only big states and big tech. Many
machine learning tools that fuel Al applications are publicly available and usable even for
non-experts. Open-source applications and development tools combined with inexpensive
cloud computing and less data-intensive approaches are expanding Al opportunities
across the world to state and non-state actors.

Alis changing relationships between humans and machines. In modern society, we already
rely much more on machines and automation than we may be aware. The U.S. military, for
instance, has used autonomous systems for decades. However, as Al capabilities improve,
the dynamics within human-machine “teams” will change. In the past, computers could
only perform tasks that fell within a clearly defined set of parameters or rules programmed
by a human. As Al becomes more capable, computers will be able to learn and perform
tasks based on parameters that humans do not explicitly program, creating choices and
taking actions at a volume and speed never before possible. Across many fields of human
activity, Al innovations are raising important questions about what choices to delegate to
intelligent machines, in what circumstances, and for what reasons. In the national security
sphere, these questions will take on greater significance as Al is integrated into defense
and intelligence systems. Across our entire society, we will need to address these new
complexities with nuanced approaches, intellectual curiosity, and care that recognizes the
increasing ubiquity of Al.

Part I: Defending America in the Al Era.

Technology so ubiquitous in other facets of society will have an equivalent impact on
international competition and conflict.* We must adopt Al to change the way we defend
America, deter adversaries, use intelligence to make sense of the world, and fight and win
wars. The men and women who protect the United States must be able to leverage the Al
and associated technologies that can help them accomplish their missions as quickly and
safely as possible.
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Al is the quintessential “dual use” technology—it can be used for civilian and military
purposes. The Al promise—that a machine can perceive, decide, and act more quickly, in
a more complex environment, with more accuracy than a human—represents a competitive
advantage in any field. It will be employed for military ends, by governments and non-state
groups.

We can expect the large-scale proliferation of Al-enabled capabilities. Many national
security applications of Al will require only modest resources and good, but not great,
expertise to use. Al algorithms are often accessible. The hardware is “off-the-shelf” and
in most cases generally available to consumers (as with graphics processing units, for
example). “Deepfake” capabilities can be easily downloaded and used by anyone.® Al-
enabled tools and mutating malware are in the hands of hackers.® Cheap, lethal drones will
be common. Azerbaijan’s use of Turkish drones and Israeli loitering munitions in combat
against Armenia in October 2020 confirmed that autonomous military capabilities are
spreading.” Many states are watching and learning from these experiences. The likelihood
of reckless or unethical uses of Al-enabled technologies by rogue states, criminals, or
terrorists is increasing.

Al-enabled capabilities will be tools of first resort in a new era of conflict. State and non-state
actors determined to challenge the United States, but avoid direct military confrontation,
will use Al to amplify existing tools and develop new ones. Adversaries are exploiting our
digital openness through Al-accelerated information operations and cyber attacks. Ad-
tech will become natsec-tech as adversaries recognize what advertising and technology
firms have recognized for years: that machine learning is a powerful tool for harvesting
and analyzing data and targeting activities. Using espionage and publicly available data,
adversaries will gather information and use Al to identify vulnerabilities in individuals,
society, and critical infrastructure. They will model how best to manipulate behavior, and
then act.

Al will transform all aspects of military affairs. Al applications will help militaries prepare,
sense and understand, decide, and execute faster and more efficiently. Numerous weapon
systems will leverage one or more Al technologies. Al systems will generate options for
commanders and create battle networks connecting systems across all domains. It will
transform logistics, procurement, training, and the design and development of new hardware.
Adopting Al will demand the development of new tactics and operational concepts. In the
future, warfare will pit algorithm against algorithm. The sources of battlefield advantage will
shift from traditional factors like force size and levels of armaments to factors like superior
data collection and assimilation, connectivity, computing power, algorithms, and system
security.

Competitors are actively developing Al concepts and technologies for military use. Russia
has plans to automate a substantial portion of its military systems.® It has irresponsibly
deployed autonomous systems in Syria for testing on the battlefield.® China sees Al as the
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path to offset U.S. conventional military superiority by “leapfrogging” to a new generation
of technology. Its military has embraced “intelligentized war’——investing, for example, in
swarming drones to contest U.S. naval supremacy.’® China’s military leaders talk openly
about using Al systems for “reconnaissance, electromagnetic countermeasures and
coordinated firepower strikes.”" China is testing and training Al algorithms in military
games designed around real-world scenarios. As these authoritarian states field new Al-
enabled military systems, we are concerned that they will not be constrained by the same
rigorous testing and ethical code that guide the U.S. military.

Al will revolutionize the practice of intelligence. There may be no national security function
better suited for Al adoption than intelligence tradecraft and analysis. Machines will sift
troves of data amassed from all sources, locate critical information, translate languages,
fuse data sets from different domains, identify correlations and connections, redirect assets,
and inform analysts and decision-makers. To protect the American people, perhaps the
most urgent and compelling reason to accelerate the use of Al for national security is the
possibility that more advanced machine analysis could find and connect the dots before
the next attack, when human analysis alone may not see the full picture as clearly.

Defending against Al-capable adversaries without employing Al is an invitation to disaster.
Al will compress decision time frames from minutes to seconds, expand the scale of attacks,
and demand responses that will tax the limits of human cognition. Human operators will not
be able to defend against Al-enabled cyber or disinformation attacks, drone swarms, or
missile attacks without the assistance of Al-enabled machines. The best human operator
cannot defend against multiple machines making thousands of maneuvers per second
potentially moving at hypersonic speeds and orchestrated by Al across domains. Humans
cannot be everywhere at once, but software can.

Compelling logic dictates quick, but careful and responsible, Al adoption. The government
should adopt Al following the principle of legendary basketball coach John Wooden: “Be
quick, butdon’t hurry.”*? Like other “safety critical” applications of Al, military and intelligence
functions require deliberation and caution before they are developed and fielded. Some
current Al systems are narrow and brittle. All require rigorous testing, safeguards, and an
understanding of how they might operate differently in the real world than in a testbed.
Al-enabled autonomous weapon systems could be more precise, and as a result, reduce
inadvertent civilian casualties. But they also raise important ethical questions about the
role of human judgment in employing lethal force. If improperly designed or used, they
could also increase the risk of military escalation.

There is an emerging consensus on principles for using Al responsibly in the defense and
intelligence communities.” If an Al-powered machine does not work as designed with
predictability and guided by clear principles, then operators will not use it, organizations
will not embrace it, and the American people will not support it. Hurrying would be
counterproductive and dangerous if it caused Americans to lose confidence in the
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“The best human operator
cannot defend against multiple
machines making thousands

of maneuvers per second

potentially moving at hypersonic

speeds and orchestrated by Al
across domains. Humans cannot
be everywhere at once, but
software can.”

benefits Al could confer. Risk, however, is inescapable. Failing to use Al to solve real
national security challenges risks putting the United States at a disadvantage, leaving
American service members more vulnerable, and spending taxpayer money unwisely on
antiquated and inefficient equipment. Delaying Al adoption will push all of the risk onto the
next generation of Americans—who will have to defend against, and perhaps fight, a 21st
century adversary with 20th century tools.

The U.S. government still operates at human speed, not machine speed. Adopting Al
requires profound adjustments in national security business practices, organizational
cultures, and mindsets from the tactical to the strategic levels—from the battlefield to
the Pentagon. The government lags behind the commercial state of the art in most Al
categories, including basic business automation. It suffers from technical deficits that range
from digital workforce shortages to inadequate acquisition policies, insufficient network
architecture, and weak data practices. Bureaucracy is thwarting better partnerships with
the Al leaders in the private sector that could help. The government must become a better
customer and a better partner. National security innovation, in the absence of an impetus
like a major war or terrorist attack, will require strong leadership.

Part Il: Winning the Technology Competition.

In addition to Al's narrow national security and defense applications, Al is the fulcrum of a
broader technology competition in the world. Al will be leveraged to advance all dimensions
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of national power, from healthcare to food production to environmental sustainability. The
successful adoption of Al in adjacent fields and technologies will drive economies, shape
societies, and determine which states exert influence and exercise power in the world.
Many countries have national Al strategies, but only the United States and China have the
resources, commercial might, talent pool, and innovation ecosystem to lead the world in
Al. In some areas of research and applications, China is already an Al peer, and it is more
technically advanced in some applications.™ Within the next decade, China could surpass
the United States as the world’s Al superpower.”

On a level playing field, the United States is capable of out-innovating any competitor.
However, today, there is a fundamental difference in the U.S. and China’s approaches to
Al innovation that puts American Al leadership in peril. For decades, the U.S. innovation
model has been the envy of the world. The open exchange of ideas, free markets, and
limited government involvement to support basic research are pillars of the American way
of innovation and reflect American values. In America, tech firms compete for market share.
They are not instruments of state power. Researchers collaborate in an open research
environment in competition with their peers to make Al breakthroughs without regard for
borders. The international flow of venture capital and Al-related commerce is encouraged
as firms compete for profits and the next big idea.

Most Al progress in the United States should remain with the private sector and universities.
We must not lose an innovation culture that is bottom-up and infused with a garage-startup
mentality. However, a fully distributed approach is not a winning strategy in this strategic
competition. Even large tech firms cannot be expected to compete with the resources
of China or make the big investments the U.S. will need to stay ahead. We will need a
hybrid approach meshing government and private-sector efforts to win the technology
competition.

China is organized, resourced, and determined to win the technology competition. Al is
central to China’s global expansion, economic and military power, and domestic stability.
It has a head start on executing a national Al plan as part of larger plans to lead the world
in several critical and emerging technology fields. Beginning in 2017, China established
Al goals, objectives, and strategies tied to specific timelines with resources backed by
committed leadership to lead the world in Al by 2030."® China is executing a centrally
directed systematic plan to extract Al knowledge from abroad through espionage, talent
recruitment, technology transfer, and investments. It has ambitious plans to build and train
a new generation of Al engineers in new Al hubs. It supports “national champion” firms
(including Huawei, Baidu, Alibaba, Tencent, iFlytek, and SenseTime) to lead development
of Al technologies at home, advance state-directed priorities that feed military and security
programs under the rubric of military-civil fusion, and capture markets abroad."” It funds
massive digital infrastructure projects across several continents. China developed an
intellectual property (IP) strategy and is trying to set global technical standards for Al
development.’® And its laws make it all but impossible for a company in China to shield its
data from the authorities.”
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Advancements in Al are contributing to a broad platform technology competition in
e-commerce, search engines, social media, and much else. The countries, companies,
and researchers that win the Al competition—in computing, data, talent, and
commercialization—will be positioned to win a much larger game. In essence, more
and better data, fed by a larger consumer/participant base, produce better algorithms,
which produce better results, which in turn produces more users, more data, and better
performance—until, ultimately, fewer companies will become entrenched as the dominant
platforms. If China’s firms win these competitions, it will not only disadvantage U.S.
commercial firms, it will also create the digital foundation for a geopolitical challenge to the
United States and its allies. Platform domination abroad allows China to harvest the data of
its users and permits China to extend aspects of its domestic system of control. Wherever
China controls the digital infrastructure, social media platforms, and e-commerce, it would
possess greater leverage and power to coerce, propagandize, and shape the world to
conform to its goals.

The Al competition is complicated by deep interconnections. The United States and China
are not operating in parallel lanes like the Soviets and Americans did in the space race,
with disconnected research and development (R&D) enterprises and minimal commercial
contacts. The research ecosystems in China and the United States are deeply connected
through shared research projects, talent circulation (particularly from China to the United
States), and commercial linkages that include supply chains, markets, and joint research
ventures. It would be counterproductive to sever the technology ties to China that benefit
basic research and U.S. companies. However, the United States must protect the integrity
of open research, prevent the theft of American IP, and employ targeted tools like export
controls and investment screening to protect technology industries critical to national
security.

The United States retains advantages in critical areas, but trends are concerning. The
world’s best scientific talent is more likely to stay home or migrate elsewhere today
than in our recent past.?® The U.S. lead in microelectronics—the hardware on which all
Al runs—has diminished, and for cutting-edge chips it is dependent on foreign supply
chains and manufacturers in Asia that are vulnerable to coercion or disruption.?! While
many machine learning tools are widely available and per-unit computing costs have
declined, the computing power and data access needed for cutting-edge deep learning
research breakthroughs are making it harder for university-based researchers and smaller
companies to compete.?? The geography of innovation remains concentrated in only some
parts of the coun